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The Crash of ValuJet 592: Implications for Health Care

Regarding errors simply as “opportunities for improvement” is a dangerous oversimplification.

Walton Little stood on the deck of his bass boat on a hot afternoon in the Everglades 20 miles from Miami. He was watching a jet airliner banking steeply just above the swamp. The behavior of the plane looked dangerous enough to cause other fishermen nearby to duck into their boats, but Little continued to watch as the plane hit the water. The shock wave shook him and the swamp. ValuJet 592 had just buried itself deep into the muck of the Everglades a mile away along with two pilots, three flight attendants and 105 passengers.

What followed was what would have been expected. According to William Langewiesche, writing in the Atlantic Monthly, "The official investigation is over, a 'cause' has been found, contributing factors have been acknowledged and the Federal Aviation Administration has written new regulations. Editorialists have expressed their outrage and individuals have been held responsible."

For Langewiesche, what remains are troubling questions, "no longer about what happened but about why it happened and what is to keep something similar from happening in the future." His article and the body of thinking that underpins it hold rich implications, not only for the airlines but for other fields where flesh and spirit can be easily torn or destroyed - notably health care.  Langewiesche suggests there are three kinds of airplane accidents:

"Procedural" are the most common. These result from simple, obvious mistakes that can be easily resolved.

"Engineered" accidents at first defy understanding and solution but ultimately yield to examination. They are designed in.

"System" accidents, "the most elusive kind of disaster," may be beyond the reach of conventional solution: "These accidents are science's illegitimate children, bastards born of the confusion that lies within the complex organizations with which we manage our dangerous technologies."

Langewiesche emphasizes that the distinction between the three categories is not absolute: "Most accidents are a bit of each."  ValuJet 592 fits largely into the third category. What transpired on that muggy afternoon in May 1996 was the culmination of a web of events that ricocheted into catastrophe: mismarked crates, botched paperwork, poorly stored equipment, pressure for profits, systems and procedures that were too loose and too tight. All of these things, individually insignificant and seemingly unrelated, conspired to bring the plane down.

What Langewiesche calls "system accidents," Yale professor Charles Perrow describes in an arrestingly different way; he calls them "normal." His views don't result from focusing on airline disasters but from research on large organization failures of power plants, nuclear weapons control and space flight.  Perrow's thesis is this, according to Langewiesche: "The control and operation of some of the riskiest technologies require organizations so complex that serious failures are virtually guaranteed to occur." In other words, their occurrence is normal.

And, as Langewiesche goes on to suggest, "these failures will occasionally combine in unforeseeable ways, and if they induce further failures in an operating environment of tightly interrelated processes, the failures will spin out of control, defeating all interventions. The resulting accidents are inevitable ... because they emerge from the venture itself. You cannot eliminate one without killing the other."

Perrow, in Normal Accidents: Living with High Risk Technologies, identifies two categories of processes that give rise to accidents. These processes interweave with each other like salt water and fresh water in an estuary.

Langewiesche describes the first category as, "simple, slow, linear and visible and in which the operators experience failures as isolated and controllable events." These processes dominate Langewiesche's procedural accidents. The mislabeled prescription is a typical health care example.

In the second category are processes characterized by both "interactive complexity" and "tight coupling." Engineered accidents spring from this second category and of course so do the devastating normal accidents.

Interactive complexity describes many elements linked to one another through a web of connections that are not only multiple but unpredictable. Failure of one element can lead to a cascading combination of failures that is nearly infinite. According to Langewiesche, "Such unravelings seem to have an intelligence of their own; they expose hidden connections, neutralize redundancies, bypass 'firewalls' and exploit chance circumstances no engineer could have planned for."

Tight coupling, on the other hand, describes systems that move quickly but are inflexible. These systems are tightly designed and everything works like clockwork until the system is confronted with interactive complexity, at which point things cascade out of control as an inflexible system short on options goes chaotic, "confounding human operations and denying them a chance to jury-rig a recovery." An airliner is an example of such tight coupling.

It is ironic how often tightly coupled devices designed to provide safety are themselves the causes of disasters. Studies of the early warning systems set up to signal missile attacks on North America found that the failure of the safety devices themselves caused the most serious danger: false indicators of an attack that could have easily triggered a retaliation. Accidents at both Chernobyl and Three Mile Island were set off by failed safety systems.

And the crash of ValuJet 592 was set in play when oxygen generators - safety devices - caught fire. They were being transported because regulations required them removed when they had exceeded their safe useful lives. "This is not an argument against such devices," stresses Langewiesche, "but a reminder that elaboration comes at a price."

Hospitals and physician practices are not good representations of tight coupling. Not because they have been insightful enough to organize themselves to be loosely coupled but because historically they have lacked the discipline needed to be tightly coupled.

Discipline is very much in presence in an airliner. The pilot is in charge once the plane leaves the gate. There is a clear chain of command and this hierarchy is adhered to. There is heavy use of checklists and procedures. And, compared to a hospital, the aircraft itself is very tightly designed, manufactured and operated.  Pilots know that an accident may not only cost the lives of their passengers but also the lives of everyone in the cockpit. And when a disaster occurs, the airline stands to lose a lot of business. So does the manufacturer of the plane. Highly visible, high-stakes lawsuits are almost a certainty. All this creates a tradition of discipline that cuts across the entire airline enterprise.

A tradition of discipline has been largely absent in health care. While individual physicians may be extremely disciplined in practicing their specialty, there's no such discipline cutting across an entire health care enterprise (such as a hospital, health system, or group practice).  In truth, no one is clearly in charge of the whole health care enterprise. It is a startling adhocracy. And it is characterized by a fragmentation of technology, communication and mind-set, which contributes to a lack of clear purpose.  In particular, the specialty fragmentation present in hospitals and among physicians continues to result in a focus on body parts often to the exclusion of whole people.

Physicians, nurses and health care executives are often too fragmented to seriously wrestle with accidents of the simplest sort, let alone the complex variety. Because health care is undisciplined, I think it falls victim to a high incidence of procedural and engineered accidents, such as medication errors and avoidable infections.

If normal accidents must simply be accepted as inevitable, then it obviously makes sense to focus on reducing the procedural and engineered accidents. Toward this end, Lucien Leape, M.D., writing in The Journal of the American Medical Association, provides some suggestions:

Focus on root causes. Rather than focus on the accident itself, think back and identify the chain of events and the processes that caused the error.

Design to minimize errors. Leape suggests that in health care we "rely on individuals not to make errors rather than assume they will." To minimize errors, tasks should be simplified to reduce reliance on human functions that are known for their fallibility, such as short-term memory and vigilance (prolonged attention). These functions are usually better performed by computers, although physicians and nurses can benefit from tools, long in use in the cockpit of an airplane, such as checklists and procedures. And "force functions," which make it impossible to undertake a task without meeting a precondition (the inability to start a lawnmower unless the blade is disengaged), could be used with great benefit.

Standardize things so variation is automatically reduced. As Leape suggests, "There is something bizarre and really quite inexcusable about 'code' situations in hospitals where house staff and other personnel responding to a cardiac arrest waste precious seconds searching for resuscitation equipment simply because it is kept in a different location on each patient care unit."

Provide for "absorption" of accidents. It is impossible to prevent all errors. Because of this, what Leape calls "buffers," should be designed in so that an error can be absorbed before it harms the patient. Examples include auditing medication orders before they are delivered to the patient and having back-ups for life-and-death technologies.

Drive out fear and exhaustion. As Leape observes, "While the influence of the stresses of everyday life cannot be eliminated, stresses caused by a faulty work environment can be. Elimination of fear and the creation of a supportive working environment are potent means of preventing errors."

Institutionalize safety. It would not be practical to have a national safety board investigate every accident related to patient care. But such investigations are practical, suggests Leape, at the individual hospital level where efforts could be broadened to include all errors that caused or potentially could have caused injury, and then seeking out the system failures at the root of the accident.

The job of the pilot is much easier than that of the physician. For a pilot, it is clear what the assignment is, when it begins and when it ends. The task is to deliver passengers to a destination in roughly the same condition they were in at the start of their journey. By all standard indicators, the airlines do an exceptional job of accomplishing their simple organizational purpose.

The purpose of a physician or a hospital is not nearly as simple to accomplish. It is a hotbed of "interactive complexity." It is ripe with complexity because the object of its attention - the human body and spirit - is widely acknowledged by scientists in all fields to be the most complex system yet found in the universe. Against the complex diseases and injuries that afflict this complex human system, health care deploys complex technologies guided by complex cognitive capabilities of complex people aligned in complex organizations.

Because health care is inherently complex, it probably succumbs to a higher incidence of normal accidents than occur in other enterprises. The implications of the existence of normal accidents are pretty significant:

They defy our diagnose-and-fix approaches. Normal accidents are theoretically infinitely complex, and therefore not likely to yield to analysis. And attempts to intercede in their complexity may cause the system to bite back or, even worse, simply collapse. It's like applying pressure to an already diseased vessel and causing it to rupture elsewhere.

They resist attempts to legislate them out of existence. Because they're so complex in their origins and their effects, attempts to respond to normal accidents by enacting new laws and regulations will have no effect except perhaps to worsen the problem. Fear of criminal sanctions may cause caregivers to either withhold assistance or provide care that is less open to scrutiny.

A certain number of them will happen. Is it possible that the crash of ValuJet 592 was inevitable? Although every bone in our fix-it, cause-and-effect bodies tells us it can't be so, Perrow's work and that of scientists working in the field of chaos theory say it is so. If not ValuJet 592 on a muggy afternoon in May, then some other flight.

Quality improvement has its limits. No amount of continuous improvement will prevent a normal accident. The most significant impacts of quality improvement will probably be in the area of procedural accidents. An engineered accident remains oblivious to quality improvement because the design of a system is inherently faulty--it's engineered to fail. A focus on reducing variation will not have any impact. Instead, what is required is "de-engineering" - for example, taking apart the chain of activities that moves in lockstep from a doctor's medication order to the patient's mouth. Normal accidents, on the other hand, will rip through control charts and cause-and-effect diagrams like a tornado.

Leape defines error as "an unintended act (either of omission or commission) or one that does not achieve its intended outcome." And physicians, according to Leape, should be taught to understand that errors are primarily "symptoms of system failures."

It is always difficult and often counterproductive to place blame. Leape is eloquent in elaborating on the culture of blame that exists among physicians:

"Physicians are socialized in medical school and residency to strive for error-free practice. There is a powerful emphasis on perfection, both in diagnosis and treatment. In everyday hospital practice, the message is equally clear: Mistakes are unacceptable. Physicians are expected to function without error, an expectation that physicians translate into the need to be infallible. One result is that physicians, not unlike pilots, come to view an error as a failure of character - you weren't careful enough, you didn't try hard enough...
"Physicians typically feel, not without reason, that admission of error will lead to censure or increased surveillance or, worse, that their colleagues will regard them as incompetent or careless. Far better to conceal a mistake or, if that is impossible, to try to shift the blame to another, even the patient.

"Yet physicians are emotionally devastated by serious mistakes that harm or kill patients. Almost every physician who cares for patients has had that experience, usually more than once. The emotional impact is often profound, typically a mixture of fear, guilt, anger, embarrassment and humiliation. Seldom is there a process to evaluate the circumstances of a mistake and to provide support and emotional healing for the fallible physician. Lessons learned are shared privately, if at all, and external objective evaluation of what went wrong often does not occur." 

Despite many opportunities for error and a medical culture that seems to perpetuate errors by denying them, Murphy's Law, as Perrow suggests, is wrong: What can go wrong usually goes right.  Looking at the incidence of injurious accidents in health care does not really tell us what the rate of accidents is because most accidents don't collide forcefully with flesh and spirit. They bounce off harmlessly. Medication errors reportedly occur in 2 to 14 percent of patients admitted to hospitals, but most do not result in injury.

People, Langewiesche observes, can make "a lot of bad little choices" and get away with it, "but then one day a few of the bad little decisions come together and circumstances take an airplane down. Who really is to blame?  We can find fault among those directly involved - and we probably need to. But if our purpose is to attack the roots of such an accident, we may find them so entwined with the system that they are impossible to extract without toppling the whole structure. In the case of ValuJet, the study of system accidents presents us with the possibility that we have come to depend on flight, that unless we are willing to end our affordable airline system as we know it, we cannot stop the occasional sacrifice.

"Beyond the question of blame, it requires us to consider that our solutions, by adding to the complexity and obscurity of the airline business, may actually increase the risk of accidents. System-accident thinking does not demand that we accept our fate without a struggle, but it serves as an important caution."

Accidents have their place in the scheme of things. Without accidents occurring in gene sequences, for example, there could have been none of the useful mutations that have made evolution possible. But most mutations are not useful. They are useless and sometimes harmful or fatal.

It has been said that we can profit by learning from our mistakes. And surely we do and we must. But regarding errors simply as opportunities for improvement, as Deming and many quality experts have exhorted, is a dangerous oversimplification. Some errors are simply much more consequential than others. A breakdown on the factory assembly line may be a learning opportunity. A breakdown in a cockpit or in an operating room may be a catastrophe.

The central message of accidents like the crash of ValuJet 592 may be this: Sometimes accidents will happen and there's nothing that can be done to prevent them - no amount of intervention will forestall them. In fact, it may accelerate their arrival. This is a disturbing possibility and it sets up an uncomfortable paradox: the need to be simultaneously vigilant and accepting. 
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